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AbstractThis document is an overview over DNS protocol basics, its history, past andcurrent threats on DNS infrastructure, and means to prevent or hinder knownand unknown attacks. It reviews old and new measures to mitigate variousattacks on DNS. The name chaining attack model is discussed regardingcurrent DNS security measures.
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Chapter 1
Introduction
1.1 How DNS WorksDNS facilitates translation of human-readable names to IP route able ad-dresses. Queries are of the kind "which IP corresponds to www.example.com?" They are sent from the resolver to the recursor. Typically, the recur-sor is a central server on the network or in the upstream network, i.e. at theInternet service provider. Almost all recursors use caching techniques to savebandwidth.When a recursor does not have an authoritative entry for a name (i.e. it doesnot own this name) and no cached entry for this name, it will itself become aresolver and issue a query to another recursor - typically, less one subdomain,e.g. example.com instead of www.example.com. The name server of example.com is authorized to provide the IP address of www.example.com. So, ourrecursor needs to �nd the name server of example.com. This is done by askingthe authoritative .com name server, which our recursor will probably know,or ask the name server authoritative for .com, which is root. The IP addressesof the root servers are pre-con�gured in all DNS recursor implementationsand change very rarely.A nonce is used to identify and authenticate answers. All queries are accom-panied by a 16 bit transaction ID that will also be included in the answer.5



DNS servers listen on port 53 UDP and TCP and will send the reply packetsto the any source port that was used by the client to send the packet.1.2 TerminologyName servers that actively try to resolve names instead of only checkingfor queried names in their caches are called resolvers. When a name serverrecurses a query to another server, the �rst server is called recursor and thesecond server is called upstream server or upstream resolver, with the rootservers at the top.Some DNS protocol messages and their meaning:message meaningg.cn A ? what is the IP address of g.cn?g.cn A 4.1.1.1 the IP address of g.cn is 4.1.1.1g.cn NS ? what is the name server of g.cn?g.cn NS 4.1.1.1 the name server of g.cn is 4.1.1.1g.cn NS ns.g.cn, ns.g.cn A 4.1.1.1 the name server of g.cn is ns.g.cn, andthe IP address of ns.g.cn is 4.1.1.1In the following examples, an attacker will often try to attack a domain calledg.cn. This is a valid domain (Google China) and was chosen because of spaceconsiderations, especially in diagrams. The IP address 6.6.6.6 is often usedfor the attacker himself, his DNS server or the target in forged DNS packetswhich will be accepted by the server. The authoritative name server for.cn will simply be called .cn and is often shown as an upstream resolver indiagrams. In the diagrams, clients are end users who want to resolve names.Transaction IDs of queries and replies are omitted in diagrams when theyare not attacked.
6



Client Resolver .cng.cn A ? not cached g.cn A ?g.cn A 4.1.1.1to cacheg.cn A 4.1.1.1g.cn A ? cachedg.cn A 4.1.1.1

Example: Normal DNS Protocol Run

1.3 DNS HierarchyAlthough usually left out of display, every quali�ed domain name ends with adot, e.g. "www.example.com." is the same as "www.example.com", becauseDNS software will automatically append the �nal dot. Authority zones areseparated by dots, with the top being on the right hand side.
7



zone note. DNS root.com. zone for commercial entities, free for registrationexample.com. registered by someone within the .com zonewww.example.com. a server within the private owned domainDNS generates a tree structure with the �nal dot being root and the indi-vidual machines being leafs.1.4 Resolution PathDNS is a distributed database, which is queried recursively. A typical queryby a client will be processed by the following instances (in this order) untilthe �rst one provides an answer either from its cache or because the name iswithin its authority.
• application caches: use their own tiny caches, often limited to less than30 minutes, all other queries done by operating system
• local stub resolver in operating system: has its town small cache andsome static name de�nitions (e.g. localhost), queries DNS server ascon�gured by user or DHCP
• Router/Gateway: resolves names within the LAN, queries ISP for allother names
• ISP/Carrier: knows names of own machines, queries authoritative serverin own top level domain
• Authoritative Registries: control all second-level domains, e.g. VeriSigncontrols *.com and *.net, DENIC *.de, etc
• Root Servers: control top-level domains

8



1.5 Top Level DomainsIncluding test zones, there are 280 top level domains as of September 5, 2008.Most of these are country code top level domains. The most recent additionsamong the others are .aero, .asia, .biz, .cat, .coop, .edu, .gov, .info, .int,.jobs, .mil, .mobi, .museum, .name, .pro, .tel, .travel and the international-ized domain name (IDN) top level domains for Arabic, simpli�ed and tradi-tional Chinese, Greek, Devanagari (Hindi), Kanji, Hiragana and Katakana(Japanese), Hangul (Korean), Perso-Arabic (Persian), Cyrillic (Russian), He-brew (Yiddish) that look like .xn�0zwm56d, .xn�zckzah, etc. in ASCII.The list of top level domains and the root servers that delegate them areadminstered by IANA. Most top level domains are run by individual bod-ies. Many of them are national cooperations of providers in the respectivecountry.1.6 Root ServersThere are 13 root servers, six of them are distributed, which makes a totalof 123 root servers as of 2006. The root zone includes all top level domains(.com, .net, .de, etc) with their name servers and provides glue records in theadditional info section to provide IP addresses to these servers.Although top level domains change rarely, the root servers are exposed tohigh tra�c, around 15,000 queries per second [20]. Most of this tra�c comesfrom denial of service attacks or miscon�gured clients with only 2% of thequeries being legitimate [19].1.7 Importance of DNSBecause DNS facilitates name lookups for all network services it is one of themost important network services. Many applications rely on DNS beyond9



name resolving, e.g. e-mail uses a special resource record in DNS to facili-tate message transport. As Amit Klein pointed out in his 2008 Black Hatpresentation [8], forged DNS replies can be used to acquire certi�cates withforged identities, to receive others' mails and many more vulnerabilities allbased on DNS or any service that uses DNS in a business process.1.8 DNS Protocol HistoryBefore the deployment of DNS, at �rst static lists of host names were usedto map names to IP addresses. These static lists are still in use for specialapplications in modern systems, e.g. the hosts �le in Windows. Later, theARPA Host Name Server Protocol (NAMESERVER) speci�ed in 1979 asIEN-116 [10] was used. Its �at topology proved unapt for the growth andchanges of the Internet. DNS was its predecessor.DNS was �rst speci�ed (RFC 882, 883) and implemented in 1983. BIND isthe most prominent implementation of DNS and was �rst released in 1985.It was not rewritten until BIND 9 in September 2000.The DNS speci�cation has been revised a number of times, but the generalprinciple has not been changed since 1983. A security extension to DNScalled DNSSEC was �rst speci�ed in 1999, revised several times and is stillnot in general use today, although the deployment progresses slowly.Cryptographic security extensions for DNS were �rst introduced in 1999 butare still not in general use.1.9 Caching Name ServersVirtually every single resolver has its own cache, so as not to query thesame names in short intervals, thereby reducing load on the servers abovehim. All authoritative replies contain a time to live �eld (TTL), telling thecaching servers how long to cache this entry before querying again. This10



facilitates the ability to frequently change some entries while preserving lowcomputational cost and network load for other entries that do not changefrequently.Short lived names with a low time to live and frequent update of IP addressesare common for mobile services, where a device may change IP when roamingbetween di�erent wireless cells. There are also dynamic DNS services forhome users who want to get globally accessible host names for their home PCsconnected via dynamic IP connections such dial-up, DSL or cable modem.These types of end user Internet connections often enforce disconnects every12 or 24 hours which often causes the IP to change with each reconnect.Seldom IP address updates are common for most servers, especially gatewaysand DNS servers.1.10 Network NeutralityNet neutrality in general is the principle of treating all devices, parties andconnections and all types of content on a network equally and without dis-crimination.In 2003, three American home user Internet access providers delivered theirown search engine website with sponsored ads to their users when they en-tered a non-existent domain name into their web browsers. This was doneby having a *.com entry in the resolvers for their customers. One of thegoals of this service was generating revenue from the ads displayed on thesearch engine website. This type of service is sometimes called provider-in-the-middle-attack. After three weeks this service was abandoned altogetherafter protests from ICANN, but appeared again later in less prominent forms.Net neutrality goes much further. There are more pro�table ways to modifytheir customers' Internet access for the providers, such as including additionalown ads, replacing original ads with their own, slowing down or denyingaccess to websites of competing organizations, websites that criticize theprovider or especially bandwidth demanding services, such as �lesharing.Filtering all ads could be o�ered as a premium service.11



There is an ongoing discussion about net neutrality with prominent support-ers and objectors. In many countries there are laws or other regulations toguarantee a minimum of net neutrality. Another example of lacking net neu-trality is the blocking or obstruction of voice over IP telephony and instantmessaging on Internet capable mobile phones. Cellular network operatorswant to prevent the use of these services so as not to lose revenue from tele-phone calls made and short messages sent, because these traditional servicesare often billed much higher in terms of tra�c cost than mobile IP Internetaccess.1.11 Notable DNS Big PlayersIANA (Internet Assigned Numbers Authority) is the governing body of IPaddress allocation and DNS root zone management. IANA is operated byICANN (Internet Corporation for Assigned Names and Numbers) under con-tract to the United States Department of Commerce. Among other tasks,IANA manages the root name servers' data. IANA operates two top level do-mains (.arpa for reverse DNS lookups and .int) and the zone root-servers.netitself, denoting the root name servers. IANA also negotiates with other top-level domain operators over DNS issues. There have been some politicallymotivated proposals to decouple IANA from ICANN, but to no avail.VeriSign is the registry of the two most popular generic top level domains,.com and .net. VeriSign is a for-pro�t company in private hands. DENIC isthe registry of the most popular country code top level domain, .de. DENICis a non-pro�t cooperative.ISC is the developer of BIND, which is the defacto standard implementationof DNS. ISC is a public charity non-pro�t corporation and runs the "F" rootserver. ISC also maintains the central Usenet moderators list and relays formoderated groups. BIND is released under the BSD license (open source).Dan Bernstein is a professor at the University of Illinois at Chicago. Bernsteinis a security researcher and the developer of djbdns, the second most popularDNS implementation which has a strong focus on security. Bernstein has notupdated djbdns since 2001 but has only recently published a new standard12



proposal for DNS security called DNSCurve. djbdns was placed in the pulicdomain in December 2007 after being released freely and open source before,but explicitly without license.Dan Kaminsky is a security researcher for IOActive and has discovered apowerful new attack model on DNS in 2008. He coordinated a simultaneouspatch e�ort by many developers. Kaminsky is also known for his talks at theBlack Hat IT security conference.1.12 DNS Best PracticesThe following is a quick guide to operating a DNS server in a secure andconvenient manner.There should be at least two DNS servers in a DMZ network segment. Usingtwo di�erent implementations is a good idea. Many implementations caneasily be set up as a secondary server to a primary server running a di�erentimplementation, e.g. djbdns can be easily set up to act as a secondary serverto BIND.There should be an own machine for each DNS server on which no otherservices run. This allows for more available source ports, easier maintenanceand predictable load behavior. These machines should run hardened oper-ating system with default accounts and shares disabled, a strongly securedadministration account, a reasonably setup intrusion detection software and a�rewall in the same network segment. This helps mitigating denial of serviceattacks that exhibit a speci�c pattern on the DNS servers.The e-mail address entry for each zone needs to be correct for applications tonotify the administrator of irregularities. Caution must be taken when addingCNAME entries. It's best to avoid them whenever possible. CNAME entriesmust not have names used by other RRs.Split-horizon DNS (also called split-view DNS or split-brain DNS) is a con-cept of resolving names in a di�erent manner depending on the client's sourceaddress. It can be used to keep certain elements of the zone private, i.e. to13



prevent resolving of internal names to outside clients. Split-horizon DNS isa feature in most name server implementations but it can also can be imple-mented by running separate servers on separate hardware with corresponding�rewalls, or by running separate processes on a single machine for separateclient classes. Queries should be restricted by client IP whenever possible.In other setups it is prudent to allow access to the caching name serveronly from within the own network but not from the Internet. Users fromthe Internet only need to connect to the authoritative server which shouldhave recursion and caching deactivated. Access to the caching server canbe restricted by using network address ranges and other �rewall rules. Insuch a setup, Internet users cannot abuse the caching server, e.g. for cachepoisoning attacks.Zone transfers are used to synchronize secondary resolvers to primary servers.Although zone data is not generally considered private, zone transfers shouldbe limited so that they can be done only by other servers and clients whoactually need to do them, i.e. the secondary servers.1.12.1 GluelessnessAlthough referrals to name servers in foreign domains are allowed, this cancause a circular dependency:example1.com NS ns.example2.comexample2.com NS ns.example1.comRFC 1034, 1537 and 1912 specify that glue records are unnecessary in thissituation. But without glue records, none of these domain names (exam-ple1.com, example2.com and all its subdomains) can be resolved, thus ren-dering all services unreachable. This problem might appear suddenly whenone of these entries survived in the cache long enough and is later droppedfrom the cache. With glue records, this problem can be avoided:example1.com NS ns.example2.com, ns.example2.com A 43.21.1.1example2.com NS ns.example1.com, ns.example1.com A 43.21.1.214



Another obstacle in reaching the correct name server can be chains:example1.com NS ns.example2.comexample2.com NS ns.example3.comexample3.com NS ns.example4.comexample4.com NS 12.31.23.123In this scenario, a large number of queries is required for name resolution,delaying the query. Also, some resolvers may give up because of the largenumber of queries and memory required to resolve such a name. Care mustbe taken by DNS administrators to avoid such setups.This is also true for CNAME entries (alias names) which should not pointto other CNAME entries. Therefore, when setting up a CNAME to anothername, the administrator should make sure the target name is not of theCNAME type.1.12.2 Trusted serversA name server that as a name on a deep subdomain level, i.e. is a subdo-main to a subdomain etc., must trust all its parent domains. All parentdomain name owners are able to in�uence to way the name server works upto the point of easy denial of service, e.g. w3.org used to have a name serverw3csun1.cis.rl.ac.uk. Each of the owners of ac.uk, rl.ac.uk, and cis.rl.ac.ukwere able to change the way w3.org would be reached.
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Chapter 2
Attacking DNS
2.1 IntentionsThere are a number of motives behind attacks on DNS infrastructure. Mostof them do not aim at DNS itself but are means to accomplish other goals.Some of these are discussed here.2.1.1 Denial of ServiceBy sending a forged NXDOMAIN reply indicating that a domain does notexist or by returning a wrong IP address for the domain or its web serverthe attacker is able to prevent users from reaching a host name includingall services hosted there, e.g. websites and mail. Preventing visitors fromconnecting to the site may have various motivations:

• blackmail, especially against event sites depending on availability overa short period of time such as live coverage of sports or music, bettingsites, voting sites, auctions and any kind of event coverage in general
• sabotage, especially against competing websites or organizations
• vandalism, sometimes politically or culturally motivated16



2.1.2 Redirecting Web Tra�cAnswering to queries about popular websites with an A record that points toan own web server can be used to redirect visitors of these websites. Attackersmay try to redirect tra�c to an ad site to directly generate pro�t from thelarge number of visitors.It can also be used for phising, i.e. redirecting to a website with a loginfunction that looks similar to the real website and recording the login data,possibly even asking for transaction authentication numbers.Another use of redirecting web tra�c is disinformation. This can be accom-plished by redirecting tra�c to a news site to a similar looking own websitewith false stories or manipulated stock quotes. These techniques can be usedto manipulate stock quotes and votes.2.1.3 Man-In-The-Middle-Attack with DNSA man-in-the-middle attack with DNS means redirecting tra�c to websites(or other services) over a relay that allows monitoring tra�c. This can beused to tap personal information, login data and so on. Also, manipulationof data is possible, e.g. for fraud in online banking.2.1.4 Censorship via DNSCensorship via DNS was not intended by the inventors of DNS, but facilitatesan easy way to prevent access to certain sites, especially for less skilled users.Countermeasures include directly visiting the site's IP address if it is knownand doesn't change too often, choosing a di�erent DNS server instead of theone suggested by the ISP, using web proxies, proxy networks such as TORor even a VPN into an uncensored network.Internet censorship has been implemented via DNS by a number of juris-dictions, the most famous being China. The Golden Shield Project (some-times also referred to as Great Firewall of China) employs DNS servers that17



intentionally do not correctly resolve certain websites. Also, IP access tonon-censoring DNS servers is blocked.DNS based censorship is also in use in Denmark, Finland, Germany, Italy,Netherlands, Norway, Sweden and Thailand. The most common targets arewebsites displaying child pornography, but in some countries also websitescontaining pirated copyrighted material, general pornography (Denmark,Germany), information about censorship (Finland), Nazi propaganda (Ger-many) and foreign betting shops (Italy). Also, websites mocking the Crownor state founder are prone to banning in their respective countries.2.2 TargetsWith DNS being a distributed database, attacks on DNS infrastructure canaim at any element of this distributed database. Because DNS is a protocolfrom the days when other network stations where not considered as possiblyhostile, there are many feasible ways to achieve goals associated with attackson DNS.2.2.1 Client Name Resolution: Stub ResolversThe pre-con�gured DNS resolvers in operating systems are called stub re-solvers because they usually do not o�er many features. Their only job isforwarding application DNS requests to the DNS resolver at the upstreamconnection. This is typically a server on the LAN, a hardware router or theISP's DNS resolver. Some stub resolvers use short-lived caching.Attacking a stub resolver by sending forged replies requires an attack scenariowhere the attacker can cause the victim to issue a request. This can be doneby embedding code in a website or HTML e-mail message. Therefore, thiskind of attack has a very speci�c target, but little to no e�ect: There isonly one victim per successful attack and the e�ect is short-lived. Also, it isdi�cult to �nd a scenario where an attacker can cause a request for a site hedoes not control while at the same time ensuring the victim actually tries to18



connect to the forged domain within a certain frame of time. Thus, directattacks on single resolving attempts on stub resolvers are rare.Attacks on a stub resolver are more feasible on a LAN or in other situationswhere the attacker is able to monitor tra�c sent by the victim. This kindof attack run by a gateway can be used for censorship to block certain hostnames. This can done by simply issuing a fake NXDOMAIN reply. TheGolden Shield Project (great �rewall of China) uses this technique.2.2.2 Client Visualization: IDN HomographsInternationalized domain names (IDN) can be used to trick a user into trust-ing an unknown host name. This is achieved by registering domains thatlook like well-known domains, but use one or more lookalike Unicode charac-ters and are really di�erent names. Although no user will visit these sites bytyping the domain or by visiting links on trusted websites, it can be used tomake links to untrusted websites look legitimate. The most popular attackscenario would be fake e-mail messages from banking houses containing alink that looks like the real bank's website, but is actually a phising website.Countermeasures include displaying international characters in puny codewhen they are from a di�erent language than the top-level domain, only dis-playing IDN characters when they aren't composed of multiple languages ormarking them with special background colors to allow the user to notice anydi�erence to the legit name. All of these countermeasures must be imple-mented on end user client software and they all sacri�ce some functionalityor convenience.2.2.3 Client Policies and Firewalls: Rebinding AttackRebinding is an attack that employs legit DNS uses to circumvent the sameorigin policy in web browsers [7]. The victim client must execute a scriptmade by the attacker for the attack to work, which is typically achieved byiframes in websites, e.g. by an ad server. The scripts executed by the victimclient are typically written in JavaScript, Java or Flash. Also, the attacker19



must be able to change the A resource record for a domain name quickly andfrequently. The name may be a name he legitimately owns.The attack works by having the client resolve the name in control of theattacker to di�erent IPs in consecutive queries with a short (or zero) time tolive entry. The script will read and write data to and from the same name,but the name will resolve to di�erent IPs. These IPs may be internal IPs ofthe victim's LAN or external Internet IPs.This can be harmful because it can change the scope of the IP withoutviolating the same origin policy of the web browser. Same origin policiesensure that scripts within a frame in the browser can only read and send datato themselves. This is achieved by verifying host names, not IP addresses.Therefore, when the host name stays constant but the IP changes, the same-origin policy is bypassed. By circumventing the same origin policy, it is e.g.possible to steal cookies or to use the web browser as a proxy for scanningits local network, because the attacker can also return internal IPs (e.g.10.0.0.0/8, 172.16.0.0/12, 192.168.0.0/16) of the victim's network and userebinding to access internal network resources from outside.There are proof-of-concept attacks that turn a web browser into a proxy andenable network scanning from outside the network by passing code to thebrowser and using DNS to bypass same origin policies.In the following example, DNS rebinding is used to bypass same origin poli-cies in a web browser to forward the results of an attack on a host on theLAN (IP 10.0.0.1, i.e. a �le server) to an external attacker (IP 6.6.6.6). Theweb browser executes a script sent by the attacker. The attacker needs tocontrol the name evil.me and must be able to change its A entry quickly.
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Attacker6.6.6.6 DNS Victim Browser LAN10.0.0.1script execute scriptattack evil.meevil.me A ?evil.me A 10.0.0.1change evil.me perform attackattack resultstell evil.meevil.me A ?evil.me A 6.6.6.6attack results

DNS Rebinding Attack

Countermeasures against rebinding attacks include de�ning a minimum set-ting for the time to live (called DNS pinning), not allowing internal IPs tobe passed through the network's name server and rejecting HTTP requestswith unknown host headers [11].2.2.4 Gateways: PharmingPharming is an attack to modify the client's networking settings to querythe attacker's DNS server instead of the client's regular server. The attackermay set his DNS server up in any way he likes, blacklisting or forging hostnames as he sees �t. This is not an attack on the DNS protocol, but oninsecure clients. DNS is used to achieve the attacker's goals.21



One common variant of this attack includes trojan software changing thelocalhosts �le so that certain names will be directly mapped to �xed IPswithout DNS querying, e.g. to prevent updating anti-virus software or toredirect tra�c from popular websites to others. Another variant is drive-bypharming, which is scanning of WLANs from home Internet access routersfor default administrative passwords and changing their DNS server settingsto a server the attacker controls.These attacks are serious because they have a long lasting e�ect on the clientand are hard to detect with common antivirus software. When not checkedcarefully, the wrong IP for the client's DNS server entries will remain evenafter the trojan software was removed or after the router's administrationpassword was changed.2.2.5 Resolvers: Cache Poisoning AttackThe most serious attacks on DNS are cache poisoning attacks. In this attackmodel, the target is a caching resolver, usually one for a network, e.g. at anISP. Success in this attack model means having the resolver accept forgedreplies and absorbing them into his cache. All queries to this name arrivinglater will be answered with the forged reply initially sent by the attacker.The following diagram is an example of a cache poisoning attack on thedomain g.cn. It is meant to illustrate the principle of cache poisoning attacksin general. Therefore, it is left open how attacker is able to convince theresolver that his reply is legit. In a real attack, he would have to exploit acertain implementation weakness or he would have to guess or predict thetransaction ID, the port number of the query done by the resolver and hewould need to know the source IP address of the upstream resolver queriedby the resolver.
22



Attacker Resolver .cn Clientg.cn A ? g.cn A ?forge packetg.cn A 6.6.6.6cacheg.cn A 6.6.6.6 g.cn A 4.2.2.2ignore g.cn A ?g.cn A 6.6.6.6

Cache Poisoning

The attack is successful when the resolver accepts the attacker's forged replyand adds the entry into his cache. The real reply from the upstream resolverarrives too late and is ignored.There have been various scenarios to achieve cache poisoning. Usually, aquery is sent to the victim server querying him for the domain to be imper-sonated. This will cause the server to send a query and to listen for replies.The attacker must answer before the real reply reaches the attacked server.This is a race condition. When the real reply arrives �rst, the attacker haslost and cannot try again on the same name because it is already in thecache. The attack cannot be repeated on the same name for as long as thetime to live in the real reply speci�es.To shorten this delay the attacker might try to crash the target server so thatit will restart and clear its cache, which is only possible in some scenarios.23



The attacker may also issue a large number of queries to a series of namesuntil the cache is full and the oldest entries are dropped, which is di�cult topredict. The attacker can try to improve his chances to win the race conditionby running a denial-of-service-attack against the upstream resolvers along thelegitimate resolving path, thus delaying the real reply.Other improved cache poisoning attacks detailed later use collision attacks(birthday paradox) or exploit predictable transaction IDs.
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Chapter 3
DNS Security History
With DNS around since 1983 and the general complexity of the distributeddatabase that composes DNS, there have been many ways to attack DNS.Some of these are exploits of disregardful implementations, some apply gen-eral cryptographic attacks, others exploit protocol design �aws.3.1 Cache Poisoning via Additional Info Sec-tionIn 1993, Christoph Schuba discovered that entries in the additional infor-mation section in DNS replies can be used for cache poisoning in BIND.In this scenario, an attacker would query the victims' resolver for an IPof a domain he controls. The reply from his own server would contain anadditional info section with an entry such as www.examplevictim.com A12.34.56.78. This would cause the victims' server to add 12.34.56.78 as theIP for www.examplevictim.com in his cache and deliver 12.34.56.78 as IP forwww.examplevictim.com to all his users. This e�ect is called cache poison-ing, because unauthorized entries are updated into the cache. The e�ect ismuch greater than forging replies from a resolver to a single user because ita�ects all users of the poisoned resolver, e.g. all clients of the ISP. The poison25



remains on the server for as long as the TTL speci�ed while the attack itselfonly takes two packets.Attacker Resolver Clientevil.me A ?evil.me A ?evil.me A 6.6.6.6, g.cn A 6.6.6.6 cacheevil.me A 6.6.6.6 g.cn A ?g.cn A 6.6.6.6

Cache Poisoning with Additional Info Section

This attack was �xed by the introduction of bailiwick checking for the ad-ditional info section. Entries that are in-bailiwick, i.e. belong to the samedomain as the authoritative answer in the answer section would be adoptedinto the cache, all others are considered out-of-bailiwick and would be ig-nored.Therefore, an authoritative answer to www.example.com that also containsadditional info for mail.example.com and ns2.example.com would have all itsinformation added to the cache, but an entry to www.other.com would beignored. However, the additional info section has later been used for moresophisticated attacks.The most prominent of these attacks occurred in July 1997 when EugeneKashpure�, President and chief technical o�cer of AlterNIC, used these cachepoisoning techniques to redirect all visitors to www.InterNIC.com to Alter-NIC's website. This attack was a political statement. Eugene Kashpure� wasarrested for it and �ned with criminal charges. The attack targeted BINDresolvers that where not yet patched to check bailiwicks in the additional26



info section as mentioned above. The attack gained some notoriety becauseof its large impact and the strict law enforcement against Kashpure�.3.2 BIND Sequential Transaction IDsIn the second half of 1997 DNS security was becoming a more interestingissue with the Kashpure� case in the news. CERT discovered sequentialtransaction IDs in BIND in August 1997. BIND would issue transactionIDs sequentially (1, 2, 3, 4, ...). This was considered insecure, because anattacker could assemble and send a UDP packet with forged sender IP andcorrectly calculated transaction ID, which would cause a resolver to acceptforged authoritative answers. Thus, cache poisoning was possible again.This issue was quickly �xed in many implementations with random numbersintroduced into DNS resolvers. Some used the operating systems' functionsfor generating random numbers, others used own implementations.3.3 BIND Birthday AttackA birthday attack on DNS was �rst mentioned in July 2001 by Dan Bern-stein and detailed in 2002 by Vagner Sacramento. Sacramento discoveredthat BIND sends multiple recursive queries for the same name simultaneouslywhen asked for the same domain a number times simultaneously. Sending100 queries about www.example.com would cause BIND to send 100 queriesabout www.example.com to its upstream resolver, each with di�erent trans-action IDs but otherwise identical. When sending a �ood of forged replies thehigh number of possible legitimate replies increased the attacker's chances.This attack is one of the birthday paradox type: It is not important which ofthe questions asked by BIND is answered, as one single corresponding replyis enough for the resolver to accept the forged packet.The attacker must send a su�cient number of forged replies before the �rstlegit reply arrives. Success probability with this type of attack is 50% after27



300 packets and almost 100% after 700 packets. Conventional attacks achieveonly 1.1% after 700 packets.Attacker Resolver .cn Clientg.cn A ? (5x) g.cn A ? ID=12g.cn A ? ID=3spoof IP g.cn A ? ID=91g.cn A ? ID=14g.cn A ? ID=37g.cn A 6.6.6.6 ID=1g.cn A 6.6.6.6 ID=2g.cn A 6.6.6.6 ID=3cacheg.cn A 6.6.6.6 ID=4g.cn A 6.6.6.6 ID=5 g.cn A 1.1.1.3 ID=12g.cn A 1.1.1.3 ID=3g.cn A 1.1.1.3 ID=91g.cn A 1.1.1.3 ID=14g.cn A 1.1.1.3 ID=37ignore g.cn A ?g.cn A 6.6.6.6

BIND Birthday Attack

In the example, the attacker sends �ve queries to a DNS resolver about thedomain g.cn which it wants to poison. The resolver issues �ve queries tohis upstream server, which is the .cn authoritative server. Each of these28



�ve queries has a di�erent transaction ID. The attacker immediately startssending forged reply packets with increasing transaction IDs and an IP hewould like to add on the resolver's cache for g.cn, which is 6.6.6.6. The realupstream resolver replies too slow and the cache poisoning succeeds. Queriesissued later by clients of the victim resolver will receive the forged reply.BIND was �xed so as not to send multiple queries at the same time for thesame query. The lesson learned from this attack was not to use multiplerandom numbers for a single transaction, a principle that applies in generalsoftware engineering.3.4 Bu�er Over�ow in ResolversIn June 2002, Joost Pol discovered a bu�er over�ow vulnerability in thegethostbyname() function in libresolv. The libresolv library is based on BINDand is used by Unix C programs to resolve host names into IP addresses.Bu�er over�ow vulnerabilities are typical for C programs and are often causedby careless string handling. Exploiting such a vulnerability achieves theability for an attacker to crash the application or to cause the execution ofcode injected by the attacker on the vulnerable machine with privileges ofthe vulnerable application process. Because resolving names is a feature usedby almost all network services, the bu�er over�ow vulnerability in the librarya�ected all of them.This vulnerability was �xed in BIND 4.9.9, 8.2.6, 8.3.3, and 9.2.2. Beforereleasing the update, ISC (developers of BIND and libresolv) claimed thata caching server between client and recursing server would be a workaroundagainst this issue, which was disputed by Dan Bernstein. Two months later,Bernstein's claims were acknowledged by ISC. [2]In April 2007, a similar vulnerabily in Microsoft DNS server was reported[17]. A patch was released one month later after exploits appeared.
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3.5 Weak Pseudo-Random Numbers First Dis-coveredIn his 2001 paper "Strange Attractors and TCP/IP Sequence Number Anal-ysis" [21], Michal Zalewski of Bindview analyzed and compared the outputof random number generators of di�erent operating systems by observingthe distribution of TCP sequence numbers in 3D space and applying somemathematical analysis. His conclusion was that most operating systems useweak random number generators and that prediction of the next number ina sequence is often possible with feasible e�ort, i.e. less that 1,000 monitorednumbers.Although primary analyzing 32 bit TCP sequence numbers, his results alsoapply on DNS transaction IDs, which are only 16 bit in length and there-fore much more vulnerable. Transaction IDs are used as the single meansof authentication in the DNS protocol. An attacker who can predict trans-action IDs can force a DNS recursor to accept forged replies, because hecannot distinguish between real and forged replies. Zalewski also analyzedthe transaction IDs of glibc 2.1.9x, Microsoft DNS server and Solaris 7 libcresolver, all of which expose vulnerable pseudo random numbers. Zalewskicould not �nd weaknesses of this kind in BIND.The results of Zalewski's research and the tools he released are applicable toany network service using random numbers.In 2003, Joe Stewart used Zalewski's tools to test popular DNS server soft-ware. He found BIND 8.4.3 to be vulnerable with a 100% chance to correctlyguess the next transaction ID after observing three transaction IDs. BIND9.x relies on the host operating system, which was Linux 2.4.19 at the timeof �rst testing. A 20% chance after 5,000 observed packets is considered tobe a fairly good, but not perfect result. Testing djbdns showed a 30% chanceafter 5,000 observed packets, slightly worse than BIND 9, but nulli�ed by thefact that djbdns uses source port randomization, so an attacker has to guessnot only the transaciton ID, but a pair of both transaction ID and sourceport, which would considerably prolong an attack.
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3.6 Amit Klein's Transaction ID Prediction inResolversIn 2007, Amit Klein analyzed the distribution of various DNS resolvers' trans-action IDs in a manner similar to Michal Zalewski but also with source codeanalysis. Klein found out that there are weak random number generators inBIND, Windows DNS [13] and many other DNS resolver implementations.To generate random numbers, BIND 9 used two LFSRs with 32 bit lengtheach, constant feedback taps for all installations and 16 output bits in eachcycle. LFSRs in general are not too bad of a choice for pseudo random num-bers when a single output bit is used every round. However, BIND used 16output bits per round. This was such a big mistake that di�erent clockingof the LFSRs could not prevent calculation of the full internal state of bothLFSRs after observing a sequence of outputs, thus making the random num-bers completely predictable. Therefore, the transaction IDs were predictableafter observing a small number of transaction IDs [14].In the attack, the attacker �rst queries the victim resolver about a num-ber of domains the attacker controls to record the sequence of transactionIDs from the queries to the attacker's name server. Then he uses this datato calculate the next few transaction IDs, queries the victim server for thedomain name he wants to forge and immediately sends forged replies withthe calculated transaction IDs and a forged sender IP matching that of theupstream resolver.In a real attack, the attacker's DNS would send more than one forged packetto increase his chances because he cannot prevent other users from queryingat the same time, e.g. packets with IDs 8, 10, 12 and so on. In this scenario,the attacker and his DNS server may be a single station as shown in thechart. It is crucial that the attacker can observe transaction IDs issued bythe target resolver. The easiest way for him to achieve this is querying fornames he controls.
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Attacker Resolver Upstream Resolver Client1.evil.me A ?1.evil.me A ? ID=21.evil.me A 1.0.0.1 ID=21.evil.me A 1.0.0.12.evil.me A ?2.evil.me A ? ID=42.evil.me A 1.0.0.2 ID=42.evil.me A 1.0.0.23.evil.me A ?3.evil.me A ? ID=63.evil.me A 1.0.0.3 ID=63.evil.me A 1.0.0.3guess next IDswww.g.cn A ? www.g.cn A ? ID=8www.g.cn A 6.6.6.6 ID=8cachewww.g.cn A 3.1.4.1 ID=8ignorewww.g.cn A 6.6.6.6 www.g.cn A ?www.g.cn A 6.6.6.6

Transaction ID Prediction Attack

This attack does not require packet interception. There is one race conditionwhere the attacker's forged packet must arrive at the resolver before the32



legit packet from the upstream resolver. The attacker must be able to injectpackets with forged sender IP, which many ISPs allow. The attacker needsto know the IP address of the upstream server, which would typically be thatof the top level domain authoritative server. Like all cache poisoning attacksso far, this attack is only feasible with a host name that is not already in thecache.Patches to improve the pseudo random number generator in BIND and otherimplementatios were released shortly thereafter, although cryptographicallysecure pseudo random number generators were already known and standard-ized years before. Some researchers even claim that the problem was knownfor ten years before it was �xed e.g. in Microsoft DNS Server [12].3.7 Weak Pseudo-Random Numbers in Win-dows Stub ResolversIn March-May 2007, Amit Klein discovered predictable transaction ID gen-erators in the stub resolvers of the latest Microsoft Windows 2000/XP/Vistaversion [15]. Microsoft issued �xes one full year later in March 2008 for Win-dows Vista and in April 2008 for Windows 2000 and XP between the regularhot�x release dates (so-called patch days), only days before Amit Klein woulddisclose full information about the weakness to the public.3.8 Dan Kaminsky's DNSRake AttackIn 2008 Dan Kaminsky developed a new attack model for a cache poisoningattack. His implementation DNSRake would not try guessing the correcttransaction ID for a single query or a series of queries about www.example.com, but to a series of subdomains such as 1.example.com., 2.example.com,3.example.com etc. One of the advantages of this approach is that these do-mains names will probably not already be in the cache, unlike www.example.com if it is a popular website. After not succeeding with guessing the trans-action ID on the �rst attempt, the second attempt on 2.example.com can33



be started immediately, without having to wait for the time to live of thecached reply to www.example.com to expire. Also, queries for non-existentnames take longer, thus delaying the real reply and giving the attacker betterchances to win the race condition.For each query sent by the attacker he will also send one or more forged replypackets with di�erent transaction IDs. These packets redirect the recursorto a name server with the name to be poisoned and an A entry for this namepointing to the desired IP. When the transaction ID is eventually matched,the victim recursor will honor the A entry for the assumed name server,because it points to an entry within the same domain: 321.example.com isconsidered in-bailiwick with www.example.com. The recursor supposes thatboth names are controlled by the name server of example.com with witchit supposedly has just exchanged packets. This is the same process as anyother name resolution.The attacker's chances to succeed are only one in 65,535 per forged replyand query, but he can sequentially issue as many queries as he likes withouthaving to wait for the time to live to expire. Also, with more than one forgedreply packet per query, his chances increase per query. With 100 forgedreplies per query arriving quicker than the legit reply at the recursor, hischances increase to one in 655 per query. He will only need 328 queries with100 replies each for 50% success probability. The attack can be successfullyexecuted on a typical home user connection in less then ten seconds if theaccess provider allows forged sender IPs. As the attacker can sequentiallytry as many subdomains as he likes, his chances for successfully matchingthe transaction ID increase with every new subdomain.In the following example, the attacker impersonates g.cn and convinces theresolver that www.g.cn is 6.6.6.6 and the resolver adds this information to hiscache, serving it to clients who ask about www.g.cn later. Here, the attackeralways uses the same transaction IDs in his forged replies. He might justas well use random numbers. There is no real di�erence in these variantsbecause the attacker has to guess new numbers for each query. Here, threereplies per query are used.
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Attacker g.cn Client Resolver1.g.cn A ?1.g.cn A ? ID=21.g.cn NS www.g.cn, www.g.cn A 6.6.6.6 ID=61.g.cn NS www.g.cn, www.g.cn A 6.6.6.6 ID=71.g.cn NS www.g.cn, www.g.cn A 6.6.6.6 ID=81.g.cn NXDOMAIN ID=22.g.cn A ?2.g.cn A ? ID=172.g.cn NS www.g.cn, www.g.cn A 6.6.6.6 ID=62.g.cn NS www.g.cn, www.g.cn A 6.6.6.6 ID=72.g.cn NS www.g.cn, www.g.cn A 6.6.6.6 ID=82.g.cn NXDOMAIN ID=173.g.cn A ?3.g.cn A ? ID=123.g.cn NS www.g.cn, www.g.cn A 6.6.6.6 ID=63.g.cn NS www.g.cn, www.g.cn A 6.6.6.6 ID=73.g.cn NS www.g.cn, www.g.cn A 6.6.6.6 ID=83.g.cn NXDOMAIN ID=124.g.cn A ?4.g.cn A ? ID=74.g.cn NS www.g.cn, www.g.cn A 6.6.6.6 ID=64.g.cn NS www.g.cn, www.g.cn A 6.6.6.6 ID=7 cache4.g.cn NS www.g.cn, www.g.cn A 6.6.6.6 ID=84.g.cn NXDOMAIN ID=7 ignorewww.g.cn A ?www.g.cn A 6.6.6.6

Dan Kaminsky's DNSRake Attack
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Since handling the additional info section cannot be made more restrictivewithout breaking DNS in situations where glue records are required andbecause even a perfect random distribution of transaction IDs does not help,there has been an e�ort among DNS recursor developers to add source portrandomization to their implementations. This is the only known means todelay this attack to a point where it is less threatening. With source portrandomization, the attacker also has to guess the correct source port, whichreduces his chances from one in 65,535 to one in 4 billion per packet.Because of the severity of this new attack model, Kaminsky did not publishdetails and worked with vendors to release patches. All details of the attackwere �nally made public in August 2008, 30 days after the patches werereleased. There were some deployment issues with the patch when �rewallsrestricted or actively reduced the number of available source ports. Kaminskyhimself considers source port randomization as a stopgap remedy with theDNS protocol still being in need of change, especially because of steadilygrowing bandwidth. So far, only DNSSEC is considered as a sustainableremedy.An exploit named Evilgrade soon appeared which poisoned DNS entries topopular automatic software update URI's and delivers code of the attackers'choice instead of the real software updates. Many automatic software updatefunctions in software download patches from sources only veri�ed by theirhostnames and then execute them automatically. With the poisoned entriesand an according setup of own download servers, the attacker is able toexecute code (i.e. install malware) on all clients who use both the poisonedname servers and the automatic updating software targeted by the attacker.3.9 Notes on Top Level Domain WildcardsSince 2003, so-called provider-in-the-middle attacks became popular: Homeuser Internet access providers deliver a own search engine website with spon-sored ads to their users when they try to visit a non-existent domain namewith their web browsers. This is done by having a *.com entry in the resolversfor their customers. 36



• VeriSign, the authoritative registry operator for .com and .net, redi-rected all queries to non-existent domains to their own website calledsite �nder, which displayed ads for VeriSign and some ad partners.The catch-all registration in .com and .net broke several services suchas automatic checking of domain existence which is e.g. used in �ghtingspam. Patches for DNS resolvers ignoring these wildcard domains werequickly released. Because of the protest of ICANN VeriSign abandonedSiteFinder after three weeks.
• Pax�re does essentially the same, but is not an authoritative registry.Some ISPs cooperate with Pax�re and redirect *.com and other top-level domain wildcards to Pax�re. Their users' browser will show aPax�re ad site when trying to visit a website on a non-existent domain.VeriSign later also o�ered a service for ISPs to redirect non-existentsubdomains.
• In 2006 the .cm (Cameroon) registry issued *.cm to an ad site, redi-recting some mistyped .com domains. ICANN does not have authorityover national TLDs, therefore, this service is still active today.
• When an user enters a non-existent domain name into Microsoft Inter-net Explorer's address bar, he is by default automatically redirected toMicrosoft's MSN search engine with the entered address as the searchquery string. This can be deactivated or changed to other search en-gines in Internet Explorer's con�guration. MSN's biggest rival (Google)is not in the list of precon�gured search in engines although it is muchmore popular.
• In 2008 many ISPs in the USA return ad sites for nonexistent subdo-mains to existing second level domains, e.g. ww.example.com. Thesesites have ad slots �lled by others companies. This is considered a se-curity risk, as the ad provider would be able to read and modify thecookies of the parent domain, e.g. example.com, which would also beused by www.example.com. This can be a way to steal personal datasuch as e-mail address, username or password. Care must be taken bythe operator of any web service with personal data in cookies to preventthis [9].There also are two known provider-in-the-middle attacks in Germany:37



• In October 2008, Hansenet starting forwarding tra�c from AliceDSLclients. All non-existent domain queries starting with www. would beredirected to 64.236.172.120, which is an AOL search engine website.This service is also opt-out only, with the link to opt-out reachablefrom the search engine website.
• Kabel Deutschland redirects users to a search site called "Kabel Deutsch-land DNS Assistance" full of Google ads when they try to visit a non-existent website.Many users are upset about these services, because they often are not opt-in. Also, they ignore the settings in the users' web browsers, which wouldusually redirect to a user de�ned search engine or display an error messagewhen trying to visit a website with a non-existent domain name. Thesewildcard domains may also be a security problem because of the embeddedads, which are often served by less trustworthy instances and the cookiestealing/modifying issue mentioned above.In January 2001, yahoo.com and microsoft.com were accidentally hijacked bya hosting company which published a *.com wildcard resource record thatspread to other resolvers. As Dan Bernstein points out, technically, theseentries should be considered as poison when sent by anybody else than thereal authority, which is VeriSign for .com [1].Spreading a wildcard RR about a top level domain to resolvers on othersystems is not possible anymore because of better bailiwick checking thatreplaced BIND's credibility system. The credibility system would allow au-thoritative name servers that seem legit to inject information beyond theauthority into the cache of a recursor.
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Chapter 4
Name Chaining Attacks
Name chaining attacks are a superclass of cache poisoning attacks [5]. There-fore, an attacker must be able to modify tra�c or to guess source port andtransaction ID of a query and beat the real resolver in a race condition. Namechaining attacks are characterized by having the resolver query more nameschosen by the attacker. The intention is insertion of more forged data intothe resolvers cache because it can be placed in both the authority and theanswer section. So far, these attacks are hypothetical.Bailiwick checking was introduced to prevent cache poisoning by checkingif all data returned in a reply is within the authority of the sender. Mostimplementations execute bailiwick checking by testing whether the domainqueried is trying to establish information about itself or about a subdomainof itself and discard all other information. This prevents cache poisoning viathe additional info section and therefore, name chaining via redirects too.In the following example an attacker causes a resolver to query "evil.me A?", then returning "evil.me CNAME g.cn, g.cn A 6.6.6.6". The resolverwould not accept the additional info section "g.cn A 6.6.6.6", because g.cnis considered out-of-bailiwick to evil.me. Therefore, evil.me has no authorityover the domain g.cn or any of its subdomains.
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Attackerevil.me Resolver .cnevil.me A ?evil.me A ?evil.me CNAME g.cn, g.cn A 6.6.6.6ignore g.cn Ag.cn A ?g.cn A 4.2.2.2to cacheevil.me A 4.2.2.2

Bailiwick Checking prevents Cache Poisoning

In 2008 Dan Kaminsky found an attack model (discussed earlier) where theattacker could cause the victim to issue a series of queries for subdomains ofthe target domain. Each new query would increase the chances of randomlymatching the transaction ID. However, it is unclear whether this attack modelcan be called name chaining, as it relies on a single forged reply packet to beaccepted by the resolver.Name chains are also used by attackers who cause the victim to sequentiallyquery a number of names the attacker owns with a single query. This isachieved by using redirections in the answer section of each reply.
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Attackerevil.me Resolverevil.me A ?evil.me A ?evil.me CNAME 2.evil.me2.evil.me A ?2.evil.me CNAME 3.evil.me3.evil.me A ?3.evil.me CNAME 4.evil.me4.evil.me A ?4.evil.me CNAME 5.evil.me...

several alias names

This technique can be used for examination of the resolver's behavior, e.g.transaction ID prediction as performed by Amit Klein (discussed earlier).Translating a domain name via several alias names into a wrong IP address isnot possible with a prudent name server implementation. Somewhere alongthe resolution, the answer would have to leave the attacker's authority forsuch an attack to work. This would be detected by recent resolver implemen-tations and those entries would be ignored. There are no known applicationsof name chaining attacks in DNS.
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Chapter 5
Improving DNS Security
There are a number of ways to prevent known attacks on DNS which may alsohinder unknown attack models. Some of these methods are implementationguidelines, others change the DNS protocol. Generally, there is a trade-o�between compatibility and security.5.1 DNS over TCPBy default, DNS uses UDP for all queries and TCP for queries that exceed512 byte. The use of TCP for all queries would make IP source forgeryalmost impossible, but it would also create additional load on the DNS server,because the state of the connection must be stored in the servers memory.Network load would also increase because a TCP handshake requires threepackets to be sent before any payload is transmitted and four packets to closethe connection. As a typical DNS query between two party is only one UDPpacket in each direction, the use of DNS over TCP would create 4.5 times thenetwork tra�c. Also, denial of service attacks would be made easier becausethe server has to leave the ports open and wait for packets to arrive until atime-out occurs.TCP headers contain a 32 bit segment ID which is e�ectively a means againstforged replies from an attacker who cannot receive the actual queries. How-42



ever, the use of TCP cannot prevent man-in-the-middle attacks. Also, manydeployed DNS resolver implementations ignore TCP queries when they havenot issued a truncated UDP packet before, which is the signal for the clientto query again with TCP. Therefore, mandatory DNS over TCP is not con-sidered a good choice in most networks.5.2 Cryptographically Secure Pseudo RandomNumber GeneratorsThe numbers used as transaction ID need to be unpredictable. This isachieved by the use of cryptographically secure pseudo random number gen-erators (CSPRNGs). CSPRNGs are well-researched and there are variousstandardized functions for them since the 1980s, which do not allow an ob-server to (easily) recognize the internal state of the CSPRNG, thus preventingprediction of the next random numbers used. In 1994 an RFC was publishedon this topic [6] that called for the use of true random data in secure randomnumber generators, i.e. randomness based metered hardware values. Thesetechniques were later implemented in the Unix random number generator/dev/random.Still, many developers failed to recognize the importance of secure pseudorandom numbers. The most popular DNS server implementations have addedCSPRNGs as late as 2007. Weak random number generators in client im-plementations are still common in 2008. A patch for Windows DNS stubresolvers was released only recently.5.3 Source Port RandomizationSource port randomization uses the fact that an answer to a query will alwaysbe sent to the port it originated from by using random numbers as sourceport. It is a means to hamper forging of DNS query reply packets. Therefore,it cannot render an attack impossible, the attack just becomes more expensivefor the attacker. Instead of guessing one correct transaction IDs among43



65,535 possible values, the attacker has to guess 65,535 possible transactionIDs and the number of ports the revolver is sending packets from - up to65,000. Since both transaction ID and source port must be guessed correctlyat the same time, this requires guessing one correct pair among 65,535 timesthe number of ports - 2.1 billion packets for 50% chance of success. Inpractice, this renders all known attacks impossible on networks slower thana fast LAN.Dan Kaminsky's Chaining Attack can be executed on a Gigabit EthernetLAN in the course of 10 hours even if the victim resolver is using full portrandomization. This is not considered critical since an attacker within theLAN could perform other more threatening attacks, e.g. man-in-the-middlevia ARP poisoning or DHCP poisoning. He could then intercept and modifyall DNS tra�c, act as a DNS resolver himself or act as a gateway to alterincoming authoritative replies. Also, it is considered di�cult to send suchamounts of data even on a Gigabit Ethernet LAN without alerting even basicintrusion detection software or suspicious users.Port randomization was uncommon in resolver implementations with djbdnsbeing the most notable one. However, on July 8th, 2008 several develop-ers released patches for their implementations simultaneously to introduceport randomization. This joint e�ort was driven and coordinated by DanKaminsky to mitigate his newly found attack model (discussed earlier).Even when an attacker could �nd a new birthday paradox-type attack sce-nario on a source-port randomizing resolver, he would have to send too manypackets for a home network connection to have a realistic chance to succeedin a race condition, i.e. without suppressing the real reply.The same that has been said about the randomness of the transaction IDapplies for the source port, too. Good random numbers are required toachieve the full increase in security.5.4 The 0x20 Bit in Domain Names0x20 as described by Vixie and Dagon in an Internet draft [18] in March2008 is a technique to make queries more identi�able, just like source port44



randomization and cryptographically strong random query IDs. 0x20 exploitsthe fact that DNS resolvers ignore case by protocol standard but almost allknown implementations retain case because they simply copy strings. Aquery about WWW.EXAMPLE.COM will be treated the same as a queryabout www.example.com, but both will have di�erent reply packets with theupper- and lowercase letters still intact just like in the original query. Thisalso applies for mixed case, such as wWw.eXAMmpLe.COm. The e�ect isa kind of covert channel that results in one bit of additional entropy for thequery per character in the domain name. 0x20 is named like this becauseit is the bit mask of the di�erence in upper and lower case letters in ASCIIencoding (A=0x41, a=0x61).An attacker who cannot guess the combination of upper- and lowercase lettersin a domain name in a query cannot do better that to send forged answerswith all possible combinations of upper- and lowercase letters, which costs
2n−1 (with n the number of letters in name) attempts on average.Because retaining but ignoring case is standard in most implementations inuse, this approach works with nearly all implementations already deployed.DNS server implementations need to randomize case to take advantage ofadditional security in queries sent by themselves. This is not considered asa hard task for software developers.The biggest disadvantage is the dependence on the number of letters in adomain. a1111111.com would only receive four additional bits of entropy,www.example.com 13 bits, meaning 213−1 = 4096 the average e�ort for an at-tack. The shortest commonly used domain name is probably g.cn for GoogleChina, which would only gain three bits, meaning four times the averagee�ort for an attack.The 0x20 Internet draft also suggests methods for dealing with servers notretaining case to be added to the DNS protocol speci�cation.5.5 IPv6 and IPsecIPsec (Internet Protocol Security) is a suite of protocols for securing IP com-munications. It provides authentication and/or encryption for each packet45



transmitted. This would increase security for DNS and prevent attackersfrom forging packets even when they are able to guess transaction ID andsource port. IPsec also facilitates cryptographic key establishment.IPSEC was introduced in 1995 with RFCs 1825 and 1829, rede�ned in 1998with RFC 2401 and 2412 and rede�ned again in December 2005 with RFC4301 and 4309, with each rede�nition being incompatible with its predecessor.With the last update, IPSEC was relabeled IPsec.IPsec is a mandatory component for IPv6, but can be used with IPv4, too.Because of the slow deployment of IPv6, today IPsec is more often used inIPv4.IPv6 is a replacement for IPv4. It was �rst de�ned in 1996 with RFC 2460and designed to add some features IPv4 was missing. As IPv4 was notoriginally meant to be used on a network with hostile parties, it lacks security.Another shortcoming is the limited number of available addresses. WithoutNAT, only 232 = 4 billion hosts are possible in IPv4, and many large addressblocks of 224 = 16.8 million addresses have been delegated to universities andcooperations before the rapid growth of the number of Internet users sincethe late 1990s. This has become a burden for emerging markets, especiallyAsian Internet service providers. IPv6 provides 2128 addresses and IPsec,but isn't deployed widely and creates connectivity issues for networks notaware of IPv6. Although most current network devices and applications areIPv6-capable, it is not deployed yet on a wide basis, because of the cost ofreplacing old devices and installations.5.6 DNSSECDNSSEC (also called Secure DNS) is an extension to DNS that facilitatesorigin authentication of DNS data, data integrity and authenticated denialof existence. This would make DNS secure to the point where an attackercannot forge packets without breaking strong cryptography or using a fall-back to legacy DNS. DNSSEC cryptographically binds query replies to theirquery IDs, so not even man-in-the-middle attacks in scenarios where the at-tacker controls the channel would be possible anymore. The attacker cannot46



succeed because he cannot create valid digital signatures without knowledgeof the private key of the real server.Digital signatures in DNS reply packets are created for each resource record.Signatures are veri�ed against the public key of the sender, which can beexchanged via DNSSEC queries, which are signed by the parent domain.Therefore, each new client is required to already have a list of trusted keys.There also is some controversy about who is to hold the private key for theroot zone, .com and other important top-level domains because of the powerand responsibility that comes with this task.The recommended key sizes for DNSSEC are 1024, 1300 and 2048 bit forlow-value, medium-value and high-value domains respectively when the keyis rolled over once a year. Value is depending on the view of the zone owner.Typically, higher leafs in the DNS tree are considered more valuable [16].Greater key lengths increase computational load on the parties involved,smaller key sizes than 1024 are considered insecure. Key rollover on a regularbasis is suggested to prevent attackers from breaking a key by using long-running calculations.DNSSEC was �rst standardized in RFC2535 in March 1999 and revised byRFC4033 in March 2005 because of scaling issues. Although today mostresolver implementations support DNSSEC it is still not deployed widelyon public networks, because there are some technical and political concernsregarding its large-scale use, many of them related to key management.DNSSEC also introduces NSEC, a resource record (RR) for authenticateddenial of existence. It facilitates a resolver to signal a client that a domainwithin his authority does not exist without need to calculate a signatureon-line. This avoids costly signature operations and helps avoid having theprivate key on the same system. Since this reply needs a signature, the newresource record NSEC was introduced. This resource record provides theclosest two existing names in the zone in canonical order, indicating that noother names exists between them. However, this creates a new security issuecalled Zone Walking or Zone Enumeration. The way NSEC works allows anattacker to completely list the zone and monitor it for updates. The existenceof a public, complete listing of domains is often not desirable and in somescenarios objectonable, e.g. when using DNS records to store personal data.This data privacy issue is one of the main reasons why DNSSEC was not yetwidely deployed. 47



RFC4470 and RFC4471 released in April 2006 describe a method to dy-namically create NSEC records and their signatures, thus preventing zonewalking. However, this method requires private keys to be stored on allname servers on-line which limits its use to some special cases. Also, therewere no implementations.The newly introduced NSEC3 resource record as described in RFC5155 inMarch 2008 is another method to prevent zone walking. It uses hashed hostnames instead of plaintext and therefore does not disclose any additionalzone data to an attacker. It preserves backwards compatibility as all imple-mentations not aware of NSEC3 will not try to verify hashed host names butsimply consider the answer to be insecure. Some implementations alreadyuse NSEC3 and all major implementations including BIND 9 are currentlyadding support for NSEC3. Therefore, the zone walking issue seems to besolved.Signed top level domains are:
• .bg since October 2007
• .br has deployed DNSSEC and the .jus.br (Judiciary) domain has manda-tory DNSSEC use
• .cz deploys DNSSEC in September 2008
• .pr has deployed DNSSEC in August 2006
• .se was signed in 2005There are about 1000 signed second level domains in other TLDs, many ofthem within .ru.A survey conducted by the ccNSO in 2007 among 61 ccTLD registries aboutDNSSEC deployment [4] lists various reasons why most of them have notdeployed DNSSEC yet. General lack of resources and waiting for DNSSECto mature are the most popular reasons. Low project priority and the factthat the root zone is not signed yet were the less popular reasons. ThreeccTLD registries already have a DNSSEC test running and are ready for48



rollout, but are waiting for the root zone to be signed and for the zonewalking issue to be solved.There is no DNSSEC signature checking among operating system stub re-solvers yet. A Firefox plugin for DNSSEC signature checking called DrillExtension is available which would at least provide protection against DNSspoo�ng in websites on the end user connection. However, as cache poison-ing is a much more powerful attack than a direct attack on the end user, thedeployment of DNSSEC still helps increasing DNS security by preventingcache poisoning between DNSSEC-aware recursors.5.7 DNSCurveDNSCurve is new a protocol that was only recently announced by Dan Bern-stein [3]. Designed as an incompatible alternative to DNSSEC providinglink-level public key protection to DNS packets, it uses 255 bit elliptic curveDi�e-Hellmann as cryptographic primitive instead of RSA for quicker cre-ation and veri�cation of signatures while providing more security than 1024bit RSA. DNSCurve uses the name server's hostname to store its public key.As it is manually added on the name server one level above, it is alreadyknown to the veri�er.Currently DNSCurve development focuses on an updated version of dnscachefrom djbdns to integrate DNSCurve and on a forwarding service to be im-plemented which adds DNSCurve security features. The forwarder is runon the same machine as the resolver but with a di�erent IP. It would allowusing existing name server implementations without changing their zones oradding key management.uz5xgm1kx1zj8xsh51zp315k0rw7dcsgyxqh2sl7g8tjg25ltcvhyw.nytimes.com isan example of a host name containing its public key. The �rst subdomainstarts with uz5, is exactly 54 characters long and does not to contain thecharacters a, e, i and o to distiguish it from ordinary domain names.DNSCurve is also meant to add con�dentiality to DNS by encrypting re-quests and replies. It also said to add some protection against denial-of-service attacks. DNSCurve is supposed to be faster, more secure and easier49



to deploy and administer than DNSSEC because it only uses existing recordsin databases and zone�les, e.g. for public key storage. It is di�cult to verifythese claims because there are no implementations yet.5.8 DNS Intrusion DetectionIntrusion detection is a means to change behavior of a server when an attackis underway. This is achieved by monitoring incoming packets, detectingunusual tra�c and changing the servers' behavior in a pre-speci�ed wayor in a way chosen by the administrator in an unforeseen attack or whenautomatic means fail. Many of the means to mitigate an attack are executedat the cost of performance, so care must be taken.Methods to detect an attack include:
• Monitoring the number of packets received with wrong transaction ID,wrong port number or unauthorized content in the additional info sec-tion
• Monitoring the number of unusually large packets
• Waiting for a second reply to arrive for a single query can detect forgedreplies if the authentic replies are not suppressed by the attacker, e.g.by a simultaneous denial-of-service attack on the authoritative server.
• Monitor the number of NXDOMAIN replies and alert if it is exceedinglyhigh.
• Reresolving a name after a short delay and checking if the results areidentical is not feasible because there a legitimate reasons for one do-main to have di�erent IPs, e.g. load balancing.Methods to apply during an attack:
• Limit data rate for certain senders. This slows attacks down and re-duces general server load, but can also slow down regular users if thesender is another authoritative server.50



• Switching outgoing queries to TCP can make an attack harder becausethe attacker has to �nd a way to spoof the correct 32 bit TCP sequencenumber. However, this creates additional tra�c. Also, many serversincluding root servers do not support TCP packets unless they exceed512 byte, which is uncommon in most scenarios.
• Limiting data rate for the whole server slows attacks down and reducesgeneral server load, but will also slow down regular tra�c. Because theattacker probably easily �lls all network queues, regular users cannotreach the server at all. Thus, general rate limiting in attack modefacilitates a denial-of-service attack and should not be used.The most popular IDS systems for DNS include snort (GNU public license)and Microsoft Internet Security and Acceleration Server (proprietary license).5.9 Conclusion: Entropy vs. CryptographyEntropy is the random data needed for the reply packet to authenticateagainst the resolver. The more entropy is used, the more e�ort the attackerneeds to succeed in forging a packet. At �rst, only the transaction ID wasused, which over the years gradually increased entropy from sequential num-bers to weak random number generators (late 1990s) to cryptographicallystrong random number generators (2007). The transaction ID provides 16bit of entropy by DNS protocol standard.In 2008, source port randomization was added on most implementations,adding up to 16 bits of entropy. Source port randomization is limited by�rewalls and general network policies, often delivering just 14 bits.The deployment of 0x20 would add 3 to 15 bits of entropy depending on thelenth of the domain name using it and could be deployed within months,should the draft be approved. Using TCP instead of UDP for all querieswould add another 32 bit of entropy, but has serious network and memoryload side e�ects.In a man-in-the-middle-attack scenerio where the attacker controls the chan-nel (i.e. LAN or weak routing security), all of the above mentioned steps can51



be circumvented by the attacker without signi�cant e�ort. Cryptographicprotocols are required to prevent these attacks.DNSSEC cryptographically authenticates query replys by the use of digitalsignatures. This adds entropy with the key length because the attacker wouldhave to forge signatures. In general at least 1024 bit is used as key length,which is generally considered to be equally secure as a 80 bit symmetric key.Thus, an attacker needs another 279 attempts on average to forge a signature,which is ample in a race condition. A smarter attacker could try to guess theprivate key, which would take equally long but can be done o�ine. However,DNSSEC is di�cult to deploy in terms of software con�guration, securitypolicies and key management.DNSCurve is designed to achieve even more goals than DNSSEC, to providemore cryptograhic security (corresponding to a 127 bit symetric key) andto be easier to deploy than DNSSEC. Further studies are needed to show ifthese claims are true.
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Chapter 6
Summary
DNS is a quite simple protocol with a huge impact on everyday users' experi-ence of the Internet. 13 root servers are indirectly used by 1.4 billion peopleto reach 540 million hosts on the Internet. But despite the generally smoothperformance for end users of DNS, its security history is typical for an oldprotocol that evolved from the times when all parties on the network wereconsidered trustworthy to a protocol �t for a global network. The evolu-tion of the grade of randomness of the transaction ID in many popular DNSimplementations is a didactic play for security researchers. Obviously the im-portance of the transaction ID was vastly underestimated and it seems thatsome implementations were made by developers not aware of security basics,such as bu�er over�ow prevention techniques, the importance of nonces andcryptographically secure pseudo random number generators, even in veryrecent times.As the underdog role of the security-focused DNS implementation djbdnsshows, DNS is a �eld for power struggles, which has hampered security im-provements. The lack of consensus about IANA's operation and the signatureholder of the root zone is another example for this problem.There were many severe network security bugs discovered this year: An at-tacker could choose the password length in SNMP, enabling him to guessas little as one character per password to modify the routers that keep theInternet together, thereby enabling man-in-the-middle-attacks on a whole53



new level. The popular Linux distribution Debian contained a weaknessin OpenSSL, generating only 65000 di�erent private keys, which was onlydiscovered after 18 months of operation - "16 bit RSA/DH" cannot be con-sidered secure. Even SSH's forward secrecy was broken. And �nally, Kamin-sky's DNSRake attack enables home users to poison any DNS cache in lessthan 10 seconds.With network security in general gaining attention because of the high num-ber of security issues this year and the zone walking issue �nally �xed, thedeployment of DNSSEC on a wide basis might �nally take o�. However,DNSCurve provides an interesting alternative to DNSSEC which circumventsmany of DNSSEC's deployment challenges. Yet still, it can't avoid the rootzone signing controversy and further study needs to be made on DNSCurve,with DNSSEC being researched since almost ten years. And �nally, IPv6 iswaiting to be deployed, which would solve most DNS security issues for goodanyways.No matter which of these alternatives will make it, when DNS �nally gets�xed by cryptography after almost 25 years of insecure operation, the focusfor both attackers and security researchers will probably shift from design�aws to implementation errors and cryptographic issues.
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